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Abstract A simulation-based analysis was carried out to
investigate the potential effects of population substruc-
ture in paternity testing in Argentina. The study was
performed by evaluating paternity indexes (P/) calculated
from different simulated pedigree scenarios and using 15
autosomal short tandem repeats (STRs) from eight
Argentinean databases. The results show important
statistically significant differences between PI values
depending on the dataset employed. These differences
are more dramatic when considering Native American
versus urban populations. This study also indicates that
the use of Fst to correct for the effect of population
stratification on P/ might be inappropriate because it
cannot account for the particularities of single paternity
cases.
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Introduction

Historically, non-exclusion in paternity testing was
statistically evaluated by means of probability of pater-
nity according to the Essen—Moller formula [1, 2]. Later,
the use of the ratio between the probability of the
hypothesis of paternity (X) and non-paternity (Y), with
the form X/Y, was proposed [3] and this ratio, called the
paternity index (PI), was considered to be sufficiently
appropriate to report a result [4]. Recently, the Paternity
Testing Commission of the International Society for
Forensic Genetics (ISFG; http://www.isfg.org) has issued
a series of recommendations on biostatistics [5, 6]
suggesting that the biological evidence should be based
on likelihood ratio principles.

Calculation of PI requires knowing the allele frequency
distributions in the reference population. Caution must be
taken when population substructure exists, so that appro-
priate corrections on P/ values can be applied [7]. The use
of Fst to measure (and correct for) the effect of
substructure in reference populations is commonly used
in forensic genetics [7]. Fst measures population differen-
tiation based on allele frequencies. However, in routine
casework, one case is generally evaluated at a time and
global patterns of variability in the population do not
necessarily represent the idiosyncrasies of particular cases
and genetic profiles, in the same way as for haploid data
[8—10]. Therefore, the use of Fst to account for population
stratification does not always correctly adjust the Pl
values in every single case.

It is well documented that in Argentina differences
exist between allele frequency distributions in popula-
tions, for common genetic markers used in forensics, that
can have important consequences in routine forensic
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casework [11, 12]. This view, however, is controversial
since other authors claim that population differences
within the country are irrelevant in this context [13].
Recently, we used a simulation-based approach to show
that these differences actually have implications in the
computation of likelihood ratios in forensic casework [12].
The goal of the present study was to determine the
impact of the population substructure on paternity
testing, using a different simulation-based approach that
compares the results obtained when using different
datasets for the computation of P[ values in several
pedigree scenarios. Some analytical expressions can be
obtained in order to address these problems [14] in a
general population context; these other approaches aim
generally to investigate the expected average effect of
using different levels of population stratification and
mutation rates in hypothesized situations (e.g. artificially
created populations). The study by Karlsson et al. [15]
described a very interesting approach related to the
evaluation of the risk of erroneous conclusions on DNA
testing for immigration cases. The aim of the present study
was, however, to exactly measure the real impact of using
different datasets from Argentina on particular P/ values
by simulating paternity cases that could be real in this
country, and given the fact that it is a particular P/ value
that is generally communicated to the courtroom. There-
fore, the most theoretical general approaches, although
necessary in science, do not help by definition to evaluate
singular forensic cases where particular individuals are
being judged. On the other hand, the present approach has
the advantage that cases where parents come from
different populations can easily be handled by sampling
from different databases.

Materials and methods
Population samples and genotyping data

The study was based on 1,906 genotypes belonging to
individuals of six urban populations from Buenos Aires
(N=879), Neuquén (N=355), Tucuman (N=75), San Luis
(N=61), Santa Cruz (N=132), and La Pampa (N=232) and
two Native American populations from Colla (N=43) and
Toba (N=129) in Argentina.

The genotype data consisted of a set of 15 autosomal
STRs from the Powerplex® 16 System kit (Promega,
Madison, WI, USA): D3S1358, HUMTHO1, D21S11,
D18S51, PENTA E, D5S818, D13S317, D7S820,
D16S539, CSF1PO, PENTA D, HUMvWA, D8S1179,
HUMTPOX, and FGA. No deviations from Hardy—
Weinberg equilibrium were detected in any of these
population samples.
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Data simulation

Data simulation involved the following steps:

1. Generation of artificial profiles. For each of the 1,906
real profiles in the database, a set of new profiles was
created by a computer-assisted procedure. First, allele
frequencies were obtained for all the original datasets.
Second, compatible profiles for both parents of each
individual were built as follows: each of the two alleles
was randomly assigned to each parent then the other
allele of each parent was randomly taken from a vector
of allele population frequencies of each STR locus.

Parents’ sets were tested for Hardy—Weinberg equilibrium
and no departures were observed.

2. Definition of pedigrees to calculate the PI. With the
individuals generated as described in step 1, we
constructed two different types of pedigrees: alleged
father—-mother—child (trio) and alleged father—child
(duo).

3. Frequency databases. A total of 50 different allelic
frequency matrices were built from each population
sample constructed by selecting at random 80% of the
individuals of the original datasets. This bootstrap-
based approach aim to control for the variability
involved in the estimation of allele frequencies due,
for instance, to differences in samples size.

4. PI calculation. PI values were calculated by contrasting
two mutually exclusive hypotheses in trios and duos:
(1) the alleged father is the true father of the child and
(2) the father is an unrelated individual.

PIs for all the pedigrees in one population were calculated
with the corresponding reference database, and also using
the databases from the seven other populations. Since 50
different frequency matrices were available for each
population, each pedigree yielded 50 PIs for each
population database. For each population database, the
mean PI value was also calculated for every single
pedigree.

Statistical analyses

As explained, for each individual (N=1,906) a set of 50 P/
values were obtained using each of the eight datasets. Three
goodness-of-fit tests were employed in order to examine if
each set of 50 PI values fit with normality, namely
Kolmogorov—Smirnov, Shapiro-Wilks and Pearson’s >
(see e.g. [16]). The normality assumption was rejected in
most of the situations, even for the most conservative test of
Kolmogorov—Smirnov. Therefore, all the P/ values were
converted into logarithms and the normality was checked
again using the same goodness-of-fit tests. The normality
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assumption (required to properly carry out the statistical
tests below) could then be accepted for the logarithm of the
PI values (logpy).

Next, for each individual an ANOVA analysis was
carried out between the eight sets of 50 logp;. ANOVA
allowed testing significant differences between the logp; values
obtained when using the different datasets. Due to the fact
that the null hypothesis of equality between sets logp; was
always rejected, we next used four different statistical tests
(namely Tukey, LSD Fisher, Duncan Ranks, and Newman;
see e.g. [16]), in order to explore statistical differences
between all pairwise comparisons involving the 1,906
profiles.

The decision to use several tests for testing normality
and several post hoc tests was based on two facts: (a) the
need for testing inconsistencies when using different
statistical approaches that could reveal, for instance, some
technical or conceptual problem in the design of the
simulations and (b) select the test providing the most
conservative results. Bonferroni’s adjustment was used in
order to account for multiple test corrections and setting the
nominal significant value « to 0.01.

Additionally, for each profile we computed an ad hoc
index, the weighted mean difference (WMD) between pairs
of populations that quantifies the magnitude of the differ-
ences between pairs of Pl values. This index is defined here
as follows:for each pair of populations 7,j,

PI;—PI;
WMD =270
max (PI,-,PI j)

where ]51 indicates the mean value for the set of 50 PIs
obtained of each individual in each dataset.

Double checking the results

All the simulations and statistical analysis were carried
out using Visual Basic programming in Microsoft Excel
and the freely available statistically package R (http://
www.r-project.org/). A random subset of the pedigrees
was selected from the original pedigree simulations, and
the accuracy of the results was double checked by using
the shareware software Familias v. 1.81, http://www.math.
chalmers.se/~mostad/familias/ [17].

Rationale

The aim of the statistical analysis was to evaluate the
impact on PIs using a single regional database for every
forensic case in the country compared to using a regional
database. In fact it is common for example that a
laboratory in Buenos Aires receives paternity cases from

all over the country. If all the populations in Argentina
were homogeneous no significant differences would be
observed on PIs; on the contrary, if population substructure
exists, we would expect to find important differences
depending on the database employed. The latter would
involve the need to develop local frequency tables
representing the main regions from the country instead of
using a global one.

One could envisage another simpler potential solution to
the problem, i.e. to build a global database of the country
and use it as reference population for any paternity test
carried out in the territory. However, as demonstrated
below, the differences in P/ values when using different
datasets can be dramatic, and so, the use of a single
database would just aggravate the problem; e.g. if one has a
case from Buenos Aires, it will be more appropriate to use
the Buenos Aires database than a global one. Similar
problems were addressed from a theoretical point of view
by Ayres [18].

The whole simulation algorithm employed in the present
study is summarized in the scheme of Fig. 1.

Eight population
Datasets (Nyo7aL=1906)
(BA,NQ, LP, SL, SC,TU, CO, TO)

By bootstrap, obtain
50 re-samples from
each dataset

Reconstruction of
1906 pedigrees

L Foreach i pedigree,

obtain 50 PFvalues for each population
N=50x8 x 1906 = 762400 Pl-values

Fit normal distribution

logmvalues IO——"—>

Goodness-of-fit tests (Kolmogorov-Smirnov, Obtain
Shapiro Wilks, Pearson’s chi-square) WMD values

ANOVA test rejects homogeneity
@ n:V of logp between datasets

Pairwise comparisons
(Tukey, LSD Fisher,Duncan Ranks, Newman)

Fig. 1 Scheme showing the main steps considered in the simulation
and statistical analysis carried out in the present study
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Results and discussion

PI values vary significantly depending on the reference
population

Several statistical tests were used to measure the percentage
of pedigrees from which the PI values statistically differ
when using different population datasets. For instance, the
Tukey test (Table 1) indicates that most of the times
the logp; values differ significantly between populations
(e.g. using a nominal value of a=0.01 coupled with a
Bonferroni’s correction assuming 1,906 comparisons). As
expected, the largest percentages of statistically significant
PI differences almost always involved comparisons
between the two Native American populations versus the
other datasets. The largest differences occurred between
these two Native American populations.

The other statistical tests employed yielded less conser-
vative results than Tukey (data not shown), since the Tukey
test internally controls for global error type I (given the 28
comparisons carried out each time). The different statistical
tests are, however, consistent in showing the number of
percentages of PI values statistically significant as showed
by a Mantel test; for instance, in trios, 7%>0.997 and
p<0.001 (Pearson’s correlation, 10,000 permutation tests)
for all the comparisons (Tukey versus LSD of Fisher, Tukey
versus Duncan Ranks, Tukey versus Newman).

The distribution of —log;o(P values) obtained using the
Tukey test are shown in Table 2 (below the diagonal), for
trios and duos. The most outstanding feature of these
figures is that the slopes of the distributions are more

pronounced in those comparisons involving more distant
populations (see also [19]); for instance, those involving
Native Americans. Also remarkable is the large number
of —logo(P values) that falls below the most conservative
Bonferroni’s correction.

Measuring inter-population differences in P/ values

The main aim of the present analytical approach is to
evaluate the magnitude of the differences in P/ values and
to what extent statistical significances between populations
have an impact in substantial P/ differences that could be
relevant for decisions in court.

WMD values were computed for each individual profile.
These values measure the magnitude of the difference
between every single pair of mean P/ values among
populations. For instance, a WMD value of 0.7 indicates
that the difference between the two mean values considered
is 70% of the absolute value of the largest mean. Therefore,
high WMD values indicate large differences between
populations and vice versa.

Tables 2 and 3 (above the diagonal) for trios and duos
respectively, show the distributions of WMD values
between pairs of datasets. Note again that the two Native
American populations show the most skewed distributions
towards high WMD values. In particular Toba is more
distinct than Colla with respect to the other populations. In
general, the histograms of Tables 2 and 3 indicate large
differences between P/ values independently of the popu-
lation dataset used. Table 1 (data below the diagonals for
trios and duos) indicates the percentage of WMD values

Table 1 Significant difference

between populations BA NQ LP SL SC TU Cco TO
TRIOS
BA - 69.1/55 52.1/32.9  76.9/673  74.1/629  76.8/67.2  89.3/84.7  92.5/89.2
NQ 114 - 64.7/484  75.3/62.7  59.5/432  73.7/62.6  88.4/82.9  91.8/86.8
LP 34 7.5 - 74.9/63.7  65.9/52.3  74.8/632  88.0/82.6  92.8/89.0
SL 288 231 21.9 - 71.9/60.7  68.6/53.7  82.8/743  94.3/91.8
The upper diagonals values SC 207 56 11.8 17.1 - 67.4/52.1  85.7/80.4  92.0/88.1
indicate the percentages of indi- TU 279 206 218 11.8 1.1 - 82.6/73.8  92.3/88.0
viduals that show significant
differences in pairwise compari- CO 567 56.0 54.8 422 50.6 427 - 95.6/94.0
sons under the test of Tukey for TO 71.5 682 71.4 76.0 68.2 71.0 82.2 -
trios (upper) and duos (bottom); DUOS
the first term is for a «=0.01,
while the second term is for the BA 67.9/54.6  51.7343  76.8/66.3  74.2/63.1  76.9/67.5 86.7/81.2  93.3/90.2
Bonferroni’s correction assuming NQ 11.5 65.2/48.2 73.2/61.2 60.6/43.3 73.3/61.5 86.7/79.1 93.1/88.8
1,906 comparisons. The below LP 30 75 74.6/623  66.6/53.8  74.9/63.5  86.7/80.2  93.3/90.5
diagonals show the percentages SL 286 217 204 71.5/594  67.5/53.1 822/72.8  94.8/923
of WMD values above 0.8
. SC 228 55 12.9 16.5 68.0/52.9  85.0/78.3  93.6/90.2
Population codes: B4 Buenos
Aires, NO Neuquén, LP La TU 297 204 232 12.7 10.5 80.2/72.9  94.2/91.2
Pampa, SL San Luis, SC Santa CO 563 520 52.8 41.1 47.0 40.9 96.4/95.0
Cruz, TU Tucuman, CO Collas, TO 743 727 75.5 78.6 73.6 75.1 84.3

TO Tobas
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Table 2 WMD values for the 1,906 profiles in the database in trios

BA NQ LP SL_ 5C_ TU [0 TO
0 ol |tk
wl |/ il b | mﬂﬂ
SL // // : ,// I 1l mﬂ
sc / : / : / : / il IR

7 1046 934 / 955 ] / 738 7687 : M S
TU| : ,/ : // / 1/ // mfﬂﬁ

: N 1470 - i 1438| i . 1439 j H 1237 1392] ; H 1239 %
Cco - / : / / / / /

v |/ J I/
TO| 1| H : : y : H

Above the diagonal are the pairwise distributions of WMD values for the 1,906 profiles in the database in trios. Each histogram represents

therefore the impact on WMD for a given pair of frequency datasets over the 1,906. Below the diagonal are the distributions of —log (P values)
for the test of Tukey; the horizontal lines represent from bottom to top the log;( values for a=0.05, «=0.01, and the respective values assuming
Bonferroni corrections; the numbers in the top-right corner of these distributions pictures indicate the number of tests that fall out of the

distribution and that in general correspond to values close to zero.

Population codes: B4 Buenos Aires, NO Neuquén, LP La Pampa, SL San Luis, SC Santa Cruz, 7U Tucuman, CO Collas, TO Tobas

above 0.8. Note that these values correspond with the two
last bars of the histograms presented in Tables 2 and 3 (data
above the diagonal).

Reviewing previous finding concerning population
substructure in Argentina

The importance of population substructure in Argentina has
been minimized in previous studies [20-23]. More recently,
Marino et al. [13] measured the impact of population
substructure in Argentina, analyzing 15 autosomal STRs in
ten population samples from the country, and concluded that

no substructure could be detected supporting that a single
database of the whole country could be suitable for the
correct interpretation of paternity testing and forensic
casework results. Nevertheless, they found a clear statistical
differentiation between the Salta population sample and the
rest of the population samples analyzed, which contradict
their final conclusion about the possibility of using a unique
database for the whole country. Moreover, our previous
findings [11] revealed the existence of population substruc-
ture in Argentina at autosomal STR level. In addition,
population stratification is also supported when looking at
the population patterns of Y-STR [23, 24] and mitochondrial
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Table 3 WMD values for the 1,906 profiles in the database in duos

BA NQ LP SL SC TU CO TO
BA e [0 AW (1 Al ] A WM
NO R ET W Tam T T
LP| . 1369 592 g - 5 T *kf*ﬁ ¢ 2 I
&l lll ol ol ||
SL 1048 T 940 T 931 ne c *ﬁ_ : M g
A R m m
/ / / : ] |- i rrrrﬂﬁ
SC / 965 / 529 / 719 / 857 : L [ i M
TU 1055 T 916 T 943 ] 750 705 * i N
L/ / /1) / ; mﬂ]
/ / / —/ 7
CO T Ta07 1 7368 T 1384 1205 ; 135 [ T E I
T [T s
/ 1 1/ 1/ / 1/ :
J S e Z L N
TO I 1622 S 7595 il 1637] I 7696 1637] 1T 7643 T 1753
1 1 1 " i /’ |
i i i .: | |
NF) 7 7 Ny Re, 7 b

The table shows the same data as in Table 2 but for duos father—son.

DNA data, as can be inferred from the few studies carried
out in populations from this country [25-28].

In the present study, we have employed exactly the same
autosomal marker set used by Marino et al. [13] but our
results and conclusions differ substantially. The main
reason is that the statistical approaches employed in these
studies are conceptually different. While Marino et al. [13]
employed Fst genetic distances to detect and quantify
genetic stratification, our approach aimed to measure the
effect of population substructure directly on P/ values. We
here demonstrated that Fist¢ corrections might not account
for the singularities of the full universe of genetic profiles
in a population. Thus, for instance, considering trios, ~22%
of the PI values of the Toba’s profiles differs more than
three orders of magnitude if we use the database of Buenos
Aires and some P/ value can differ more than five
magnitude orders. To cite one of the many outstanding
examples of our results, we have observed a Toba profile
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See legend of Table 2 for more details.

with a Pl value of 273 using the Toba dataset but
15,788,114 using Buenos Aires as the reference population
in a case of alleged father—son.

It is worth stressing that in forensic routine work the results
of the genetic test are directly communicated to the judge by
way of a PI value, and these values are therefore those that
are finally considered no matter what the values of Fst are in
the populations. In other words, the use of Fis¢ to correct for
population stratification might not be appropriate in court.

Conclusions

The results of the present study clearly support the
existence of population stratification in Argentina to a level
that can be relevant in forensic routine work. On the other
hand, the Argentinean populations show low Fst values,
indicating that the use of this index to measure and correct
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for population substructure might be inappropriate in
forensics.

We have here simulated pedigree scenarios where a set
of 15 different STRs are fully genotyped in all the
individuals. These simulations emulate the most favorable
scenario. However, in real paternity cases DNA profiles can
be deficient (missing data) when using highly degraded
DNA (e.g. exhumed remains). Moreover, the discrimination
power of the 15-plex can be limited in pedigrees where e.g.
a paternity relationship has to be inferred indirectly by
genotyping family members related to the alleged father. In
these cases, the consequences of using inappropriate data-
bases can be even more dramatic because P/ values are
generally lower.

Using a single database for routine paternity testing in
Argentine might not be justified and could lead to serious
bias when estimating P/ values. The approach used in the
present study would be also appropriate to investigate the
real effect of population stratification in the paternity testing
routine work exercised in other countries.
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